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Abstract We use broadband seismic data collected within 3 km of a hydraulic fracturing (HF) well in
northeast British Columbia, Canada, to estimate the stress drop values of HF‐induced earthquakes and
their spatial variation. Applying both spectral ratio and clustered single‐spectra fitting methods to 484
induced earthquakes (M‐1.0 to 3.0), we find that earthquakes close to the injection well have lower stress
drop values than those at greater distance. Stress drop values are generally invariant within clusters either
proximal (~0.1–1 MPa) or distal (~1–10 MPa) to the well, suggesting that dynamic ruptures in rocks with
similar rheological properties tend to have relatively constant stress drop values. Clustered single spectrum
fitting also suggests that the seismic quality factor (Q) is lower proximal to the well. We interpret the
lower stress drop values and higher seismic attenuation proximal to the well as a result of higher
fracture density and/or elevated pore pressure in the rock matrix due to hydraulic stimulation.

Plain Language Summary Earthquake static stress drop is the average difference in stress across
the fault surface before and after an earthquake rupture. It is a measure of the stress released by fault slip.
Investigating the stress drop of induced earthquakes helps us understand the causal relation between
hydraulic fracturing (HF) and earthquake source properties. Here we study the source parameters of 484 HF
induced earthquakes in the Montney Play of northeast British Columbia. We find that stress drop
increases with distance to the injection well but is roughly constant within the respective proximal or distal
groups of events. We also find that seismic energy loss during wave propagation (seismic attenuation) is
higher near the well. The observations lead us to interpret that either the higher fracture density
and/or elevated pore pressures near the well prevent the crustal rocks from storing and
releasing larger magnitudes of stress at distances approximately <1 km from the well.

1. Introduction

TheMontney Play is one of the most active oil and gas production areas in Canada. Since the start of hydrau-
lic fracturing (HF) activities in 2008, it has experienced a drastic increase of local seismicity, including three
significant (M4.5+) earthquakes (International Seismological Centre, 2019). While the large injected
volumes of wastewater disposal (WD) are generally ascribed to M4+ induced events in the central and east-
ern United States (Ellsworth, 2013), it remains to be fully understood why the relatively low fluid injection
volumes associated with HF in western Canada (e.g., Schultz et al., 2016; Wang et al., 2020), in Sichuan
Basin, China (e.g., Lei et al., 2019) and recently in south Texas (e.g., Fasola et al., 2019) can lead to earth-
quakes of similar magnitude (e.g., Schultz et al., 2020; van der Elst et al., 2016). With intense injection opera-
tions and high levels of local seismicity, the Montney Play provides a natural laboratory to study the causal
relation between HF and injection‐induced earthquakes (IIEs) in detail (Mahani et al., 2017; Wang
et al., 2020).

One approach to investigate the causal relation between HF and IIE is to measure the amount of stress
release, that is, the stress drop, defined as the average stress difference across the fault before and after an
earthquake rupture (Hanks, 1979). Fluid injection can perturb the local subsurface stress state through pore
pressure diffusion and/or poroelastic stress transfer and thus induce ruptures along critically stressed faults
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(Scholz, 2019). The spatial variation of stress drop can highlight the heterogeneity in strength and possibly
the hydrogeological properties of the fault zone, which is helpful to understand the underlying
mechanism of IIEs. For example, a local decrease in stress drop could be an indicator of rupture along a
weakened fault segment or where fault‐fluid interaction may be more prominent (e.g., Chen & Shearer,
2013).
Whether a distinguishable difference exists between stress drop values of tectonic and induced earthquakes
is still an open question (Zhang et al., 2016). Early studies suggested that IIEs may have lower average stress
drop values (Abercrombie & Leary, 1993; Fehler & Phillips, 1991; Hough, 2014). While the relatively shallow
focal depths of induced earthquakes might explain some of the observed lower values (Hough, 2014;
Satoh, 2006; Zhang et al., 2016), the apparent lower stress drop may also be interpreted as an artifact of
inadequate attenuation correction and/or the assumption of a constant rupture velocity over all rupture sizes
(Tomic et al., 2009). The debate continues in recent studies applying spectral ratio methods that aim to
remove path and site effects more effectively. For example, studies in two regions of the central and the east-
ern United States, respectively, suggest differences in stress drop values between tectonic and induced earth-
quakes that may become indiscernible within the context of the mode of faulting and earthquake depth
(Boyd et al., 2017; Huang et al., 2017). Considering all the factors that may influence the estimate of stress
drop (e.g., tectonic setting, seismic velocity, choice of source and station, seismic moment, and source
model), it is hard to compare stress drop values derived for different regions. Instead, we focus our investiga-
tion on the spatial variation of stress drop in an area with relatively uniform seismogenic conditions. We
compare the properties of earthquakes experiencing significant effects from HF injection proximal to the
injection well and distal events experiencing less pronounced pore pressure and poroelastic stress changes,
in efforts to determine the predominant controlling factor(s).

A closely related issue in the accurate determination of stress drop is constraining the effects of seismic
attenuation, which is often parameterized via the seismic quality factor (Q). Adopting an appropriate Q
value is particularly important when the corner frequency, and thus stress drop, is determined from fitting
the single‐event spectrum (Ko et al., 2012). Since Q is very sensitive to the mechanical properties of the host
rocks, its spatial variation can also serve as an indicator on howHF injection affects the local stress state over
the volume between seismic source and receiver.

Figure 1. (a) Hydraulic fracturing activity and seismicity in northeast British Colombia, Canada. Blue diamonds: HF
injection well pad distribution between 1 January 2014 and 31 December 2016, reported by the British Columbia Oil
and Gas Commission. Yellow dots: 4,919 earthquakes for the same period cataloged by Visser et al. (2017). Stars: 10 M4–5
earthquakes that occurred between January 2008 and December 2018 (International Seismological Centre, 2019;
Visser et al., 2017). Rectangle: 30 km × 30 km study area. Inset indicates the location of the Montney Play in BC. (b)
Epicenters of 484 earthquakes with horizontal/vertical uncertainty smaller than 2 km, detected and relocated by Yu
et al. (2019) and considered in this study. Turquoise/empty dots: earthquakes located within/further than 2 km distance
to wellbores. Black lines: Map‐view projections of horizontal well trajectories. Yellow curves approximately mark
earthquake clusters (C1/C2) proximal to the HF1 well. Gray shaded circles enclose earthquakes located within 2 km of
other active wells (HF2 and HF4) during the study period, which are excluded from the source parameter
comparison of events proximal and distal to the HF1 wellbore.
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In this study, we investigate the spatial variation of stress drop and seismic attenuation around an active hor-
izontal HF well in the northern Montney Play (Figure 1). Yu et al. (2019) have compiled a detailed IIE cat-
alog for our study area and reported that pore pressure diffusion is the predominant factor in controlling the
IIE pattern immediately surrounding the wellbore (within ~1 km). Using the same catalog, we show that the
typical values of stress drop of HF‐related IIEs in close proximity to the wellbore is about one order of mag-
nitude smaller than that of events at greater distances from the well. Hypocenters of low stress drop events
also coincide with high seismic attenuation (lower Q values). Finally, we discuss the implications of our
results for the seismogenic conditions of HF‐related IIEs.

2. Data and Analysis

Our study area is situated in the Montney Play of northeast British Columbia (Figure 1a). Historical HF
injection has been ongoing in this area since 2008, and seismic activity over the last decade has intensified.
We analyze the source parameters of the 484 earthquakes (M −1.0 to 3.0) reported by Yu et al. (2019) in the
northern Montney shale formation between 28 May and 15 October 2015, using ground motion recordings
from a temporary deployment of eight broadband seismometers (Nanometrics Trillium Compact 20s,
MG01–08; Figure 1b) at a sampling rate of 200 Hz. A total of five HF well pads (HF1–HF5) were stimulated
during the study period (Figure 1b), among which HF1, HF2, and HF4 were correlated with increased local
seismic activity. More details related to the respective injection volumes and operating times, as well as the
correlated seismicity are provided in Yu et al. (2019). The observation period encompasses 6 weeks prior to
and 3 months after treatments at HF1; all stations were located within 3 km from the well pad HF1. The
small event‐station distances (<3 km) provide high quality seismograms that allow the detailed investigation
of source parameters of small‐magnitude earthquakes presented here.

Single event spectra fitting retains the highest possible number of events and provides moment estimates.
However, it includes the imprint of raypath attenuation and site effects that brings large uncertainties
through the tradeoff between quality factor (Q) and corner frequency (Ko et al., 2012; Tomic et al., 2009).
To improve the corner frequency estimates of single spectrum fitting, we investigate the spatial variation of
Q values by clustering nearby events (section 2.1). We also refine corner frequency estimates using event
spectral ratios and the method described in Wang et al. (2020), which is modified from the original
approach (e.g., Hough & Dreger, 1995; Mori & Frankel, 1990) that corrects for travel path, site, and other
non‐source‐related effects that can hinder robust corner frequency estimates (section 2.2). However, the
spectral ratio fitting method only works for a small subset of events (or event pairs) that are collocated with
distinguishable spectral ratios. A balance between the moment ratio and noise levels is required to allow
resolvable differences in spectral corner frequencies (Huang et al., 2019). A good agreement between esti-
mates from the clustered‐Q single spectrum and spectral ratio corner frequency methods could further sug-
gest the robustness of both refinement methods. Thus, we further use the spectral ratio estimates to check
the robustness of optimal Q values constrained by clustered‐Q spectral fitting. Finally, we assess stress drop
estimates using the corner frequency from both estimates (section 2.3).

In addition to the fluid injection influences on host rock mechanic properties, we also investigate if the seis-
mic attenuation is invariant with respect to the distance to the well. We do so by testing the assumption that
the true Q value at distances beyond ~2 km from the well is the same as the corresponding Q value within
2 km. We use the observed spectral data to test if this is a valid assumption (section 2.4).

2.1. Estimation of Optimal Apparent Q Values Based on Clustered‐Q Spectra Fitting

In the spectral fitting process, the effect of seismic attenuation is represented by the averaged Q value over
the whole raypath (i.e., the apparent Q, hereinafter referred as Q). The clustered‐Q fitting approach has been
shown to produce better resolution on single spectrum fitting through robustly narrowing the Q value uncer-
tainties (e.g., Ko et al., 2012). In this section, we take this approach to investigate the dependence of Q value
as a function of distance to the well, as well as a function of depth. We subsequently fit the single‐event spec-
tra using the optimal Q value.

Following the definition of Yu et al. (2019), as shown in Figure 1b, the earthquakes could be divided into
clusters located proximal to HF1 (C1 and C2) and distal to HF1. We therefore refer to events in C1 and C2
together as proximal events, whereas the remaining earthquakes outside of C1 and C2 are classified as
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distal events. To avoid the possible contamination of induced events associated with ongoing injection at
wells HF2–HF5, we exclude 49 events that occurred within 2 km distance of those wells (i.e., events within
the gray circles centered at the well pads HF2 and HF4 in Figure 1b). A total of 435 events remain for source
analysis. The average hypocenter distance of the proximal (C1 and C2) and distal events to MG stations are
approximately 2.3 and 12.7 km, respectively. Yu et al. (2019) concluded that the stress state of the proximal
cluster is largely affected by HF injection that induces a pore pressure change up to several MPa, whereas
distal events experience limited or negligible stress perturbations from the injection at HF1. We further
divide the two groups of events (proximal and distal) by hypocenter depth as 0–1, 1–2.8, and >2.8 km, shown
in Figure 2a. This results in a total of six spatial groups for the clustered‐Q single spectrum fitting approach:
G1–G6. The depth limits applied for seismic vertical segregation are natural divisions between layers in the
velocity model centered at (57.5°N, 122.5°W) (CRUST 1.0; Laske et al., 2013; Yu et al., 2019), considering Q
depends on rock type (Toksöz et al., 1979) and is known to increase with depth (Abercrombie, 1997).

We begin with calculating the single spectrum fit by holding the Q value fixed at values ranging between 2
and 1,500 for each spatial group of earthquakes. We compute the single event displacement spectra using a
multitaper spectral estimation on 1 s time windows for P and S phases starting 0.2 s before and 0.8 s after the
phase arrival (Thomson, 1982). The short time windows prevent S phase energy being included in the P
phase time window due to the short source‐station distances. In addition, we calculate noise spectra for time
windows of equal length starting 5 s before the P‐phase arrival. We then fit the spectra using a Brune spec-
tral model and a least squares curve fit (Abercrombie, 1995; Brune, 1970, 1971) (Equation 1). For a given
value of Q (assuming Q is a frequency‐independent constant), there are three free parameters in the spectral
fitting: the long‐period spectral amplitude (Ω0), the spectral corner frequency ( fc), and high‐frequency
falloff rate (n),

Ω fð Þ ¼ Ω0
e− πft=Qð Þ

1þ f =f cð Þn (1)

where t is the travel time for the respective phases. The frequency band used for fitting is chosen where (1)
the signal‐to‐noise ratio (SNR) exceeds 2 for each data point of the entire fitting frequency range, (2) the
minimum and maximum fitting frequencies satisfy 0.5 Hz ≤ fmin ≤ 5 Hz and 10 Hz ≤ fmax ≤ 80 Hz, respec-
tively, and (3) the entire bandwidth is larger than 20 Hz ( fmax − fmin ≥ 20 Hz).

Next, we perform a grid search for the optimal Q values with the lowest root‐mean‐square (RMS) misfit aver-
aged over a given group. Within the group, the RMS value of each event is the mean of the constrained
records from all the stations. The RMS value of a single record is obtained from the respective fitting width
of the frequency band (i.e., where SNR≥ 2). We apply two quality control criteria, as (i) only considers a sin-
gle spectrum fit with the RMS value≤1 as a valid fit and throws away all the fits with the RMS values >1, and
(ii) for a given cluster Q value, at least 10 events are required to calculate the corresponding mean RMS mis-
fit. The optimal Q value of each group is found when the RMS misfit is minimal (Equation 2):

Qi;RMSið Þoptimal ¼ min
2 ≤ Q ≤ 1500

∑Ni
j¼1RMS Q; event jð Þ; (2)

where Ni is the number of events in group i (where i ¼ 1, …, 6).

Sometimes, the RMSmisfit of the optimal Q is larger than the neighboring values as a result of it containing a
larger number of fitted records. An extra fitted event could lead to a higher mean RMSmisfit within a cluster,
thus potentially leading to a differing (or improper) Q value due to a fewer number of events and smaller
RMS values. To address potential problems of different optimal Q values arising from varying numbers of
events within the same group, we use the fitted number of events for the initially selected Q as the upper
limit of event number in group i (Ni,max). For Q values that can be fit by a larger number of events, we
use only theNi,max events with the smallest RMS values and then update the averaged RMSmisfit to reselect
the optimal Q. Figure 3 demonstrates the improvement of clustered‐Q spectral fitting compared to regular
single‐event spectral fitting with an assumed Q value (Abercrombie, 1995).

Once we constrain the best Q for a given cluster, we then use it for all events within the cluster to obtain the
corresponding values ofΩ0 and fc. We calculate values of seismic moment (M0) using the following equation
(Brune, 1970, 1971),
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Figure 2. Optimization of seismic quality factor (apparent Q). (a) Schematic diagram of event spatial grouping used for
clustered‐Q estimation (G1–G6): Earthquakes are grouped into three depth layers, at 0–1, 1–2.8, and >2.8 km, based
on the velocity model (Laske et al., 2013). The number of earthquakes in each group is marked in brackets. Note the
varying horizontal and vertical aspect ratio. Events within C1/C2 indicated by blue dots (proximal groups: G1–G3);
events at greater distance indicated with black circles (distal groups: G4–G6). (b) RMS misfit variation resulting
from each assumed Q value. Blue/black curves indicate RMS values for single spectrum fits of P phase for each assumed
Q of clusters G1/G4 (with values of Ni,max marked on the side). RMS values are averaged over all events within a
given cluster (see text). Blue/black stars mark the optimal apparent Q values of clusters G1/G4. Horizontal dashed lines:
5% variation of minimum RMS value. Gray star with error bars: value of theoretical Qmodel

4 (see section 2.5). (c and d)
Same as (b) for focal depths between 1–2.8 and >2.8 km, respectively. (e–g) The same as (b–d) but for S phases.

10.1029/2020JB020103Journal of Geophysical Research: Solid Earth

YU ET AL. 5 of 17



M0 ¼ 4πρc3RΩ0

Uϕθ
(3)

where density, ρ, is set to 2,790 kg/m3, velocity c for P and S waves
is chosen according to the value in the velocity model at the focal
depth of respective event (Figure 2a), and R is the hypocentral dis-
tance. The mean radiation pattern, Uϕθ, is set to be 0.52 and 0.63
for P and S waves, respectively (Aki & Richards, 1980).

The apparent Q values applied here represent the averages over the
whole raypath. The differences ofmeasured apparent Q values for dif-
ferent clusters do not necessarily reflect a true Q‐value contrast. That
is, the larger apparent Q values of the events distal to the well could
possibly be a path effect due to longer wave propagation in the deeper,
higher Q layers. Because of the potential averaging effect, we will
further evaluate the spatial variation of true Q values in section 2.4.

2.2. Determination of Corner Frequency Based on Spectral
Ratio Fitting

We calculate the spectral ratio of colocated event pairs recorded at a
common station using a smaller event (empirical Green's function,
eGf) and a larger event (master event). A suitable event pair needs
to satisfy four criteria. The first and most decisive criterion is that
the cross‐correlation coefficient (CC) of the waveform pair in a 6 s
length time window exceeds 0.7, where the similarity of the whole
waveform implies colocation. Specifically, we cross‐correlate wave-
forms 3 s before and after S arrival to include P and S together, using
a band‐pass filter between 1 and 20 Hz. While the CC threshold here

is relatively low compared to other studies (e.g., Abercrombie, 2015; Huang et al., 2016), the corner fre-
quency estimation is considered stable when the CC threshold is set in the range between 0.7 and 0.85
(Abercrombie et al., 2017; Ruhl et al., 2017). We also test a higher CC threshold of 0.8, with similar results,
but the higher CC led to fewer available event pairs and thus fewer stress drop estimates. We therefore opt to
use a threshold of 0.7 and ensure robustness of the fitting by setting additional strict quality control criteria
after event pair selection. Second, the event pair have hypocentral distances of less than 5 km, given the loca-
tion uncertainty of 2 km. We note that 54% of qualified event pairs are within a hypocentral distance of 1 km
and 77% within 2 km for the P phase. For the S phase, the percentages are 44% and 75% for hypocentral dis-
tances within 1 and 2 km, respectively. Third, the event pair has a magnitude difference larger than 0.5,
attributed to the low noise level because of close event‐station distances. Finally, their low‐frequency ampli-
tude ratio should be larger than 2. The last two criteria for selecting event pairs listed above help ensure
resolvable differences in spectral corner frequencies between the two events. The fitting frequency band is
determined with the same criteria applied for single spectrum fitting. The criteria to find event pairs are
the first step of event selection, and we try to avoid removing too many event pair candidates before knowing
if there are resolvable differences in corner frequency. Additional quality control criteria (introduced later)
we applied to ensure the robustness of our spectral ratio fitting include a second check on the fitting quality.

For pairs recorded by multiple stations, we calculate the station‐average spectral ratio by stacking
single‐station spectral ratios, applying the narrowest frequency band for which the SNR requirement is satis-
fied among the averaged records (Figure S1b in the supporting information). Second, we fit the corner fre-
quencies of both the master and eGf events with the theoretical expression of the spectral ratio assuming
a Brune spectral model (Brune, 1970, 1971) as

Ω1 fð Þ
Ω2 fð Þ ¼

M1

M2

1þ f
f c2

� �2

1þ f
f c1

� �2

0
B@

1
CA (4)

where M1 and M2 are seismic moment of the master and the eGf events, respectively. Considering the esti-
mated seismic moment values (M1 and M2) based on clustered single spectra fitting are well determined,

Figure 3. Example of single spectrum fits between assumed constant Q (orange)
and clustered‐Q fitting (purple) for an M 0.2 event on 2 August 2015 at 11:45:32.
Inset: Normalized displacement of the event. Blue/red vertical lines mark the
arrival of P/S phase. Gray/red shaded area: 1 s time window for noise/S phase
signal. The clustered‐Q value is 74 and leads to a corner frequency of 30 Hz,
compared with the estimate of 10 Hz obtained with an assumed Q ¼ 1,000.
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we narrow the variance of M1/M2 up to 1% of the initial value during the fitting process, to improve the
solution of corner frequencies ( fc1, fc2). We further evaluate the uncertainty of estimated fc1 (δfc1) using
the range where fit variance increases by 5% (Viegas et al., 2010). The fit variance is defined as the
curve‐fitting residual normalized by the ratio of M1 and M2. We require the fit to pass two quality
control criteria in order to consider it robust: (1) the RMS value must be smaller than 0.6 and 0.3 for P
and S phases, respectively (a larger RMS criterion for P phases is due to the lower SNR relative to S
phases), and (2) δfc1/fc1 must be smaller than 1 (to guarantee the fit is sensitive to fc1). Among event
pairs that satisfy the criteria, we also manually remove cases with qualitatively poor fc1 and fc2 fits
resulting from the oscillation of spectral ratios at high frequencies. Finally, we calculate the weighted
fc1 for one master event with several eGfs based on inverse‐variance weighting following Abercrombie
et al. (2017). Figures 4 and S1 show two representative examples with different magnitudes to illustrate
the spectral ratio procedure and the quality of spectral ratio fits.

As corner frequencies estimated from spectral ratio fitting are considered more robust than those estimated
with clustered‐Q spectral fitting, we also use them to verify the estimated apparent Q values in section 2.1. A
spectrum could be expressed as the product of source, site, and path effects, and the apparent Q only involves
the path effect. We first remove the source effect by dividing the recorded spectrum with the modeled source
spectrum, using the corner frequencies estimated from spectral ratio fitting. The source spectrum described
by Brune (1970, 1971) is written as

Figure 4. Spectral ratio fitting example from a pair of events that occurred on 13 September 2015 03:10:16 (M1.8) and 18
August 2015 01:33:49 (M1.2). (a) Normalized displacement of the two events in the pair. Blue/red vertical lines mark
the arrival of P/S phases. Gray/blue/red shaded area: 1 s time windows for noise/P/S phase spectral estimations. (b)
Single spectrum for noise (dashed line) and S phase (solid line) of the master event (thick line) and the eGf (thin line),
respectively. Red shaded area: fitting frequency band. (c) Variance of spectral ratio fitting for different values of
corner frequency for the master event fc1. Dashed line: 5% increase of fit variance. Star: the optimal fc1. (d) Comparison
between the spectral ratio of the event pair (black solid line) and Brune model fit (red dashed line), based on the
optimal fc1 obtained in (c).
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A0 fð Þ ¼ Ω0

1þ f =f cð Þ2 (5)

The residual spectra should only contain the propagation and site effects. We further remove the site effect
by calculating the ratio of the residual spectra of two master events recorded by the same station, presum-
ably one from the cluster proximal to the HF wells (G1–G3) and the other one from the more distal cluster
(G4–G6). We then compare the residual spectral ratio with the ratio of their geometrical spreading factors

e− πf tds=Qdsð Þ

e− πf tpr=Qprð Þ, where the wave travel times (t) and the apparent Q values along the propagation paths of the

two events are applied respectively (i.e., ds for distal and pr for proximal). An example of consistency
between the S phase fc estimated from spectral ratio and the apparent Q values constrained by
clustered‐Q spectra fitting is shown in Figure S2.

2.3. Stress Drop Estimation

Based on a circular crack model (Eshelby, 1957), we use the seismic moment estimated from low‐frequency
spectral amplitude and both the clustered‐Q spectra and spectral ratio fits of corner frequency to calculate
the stress drop (Δσ) after converting corner frequency to source radius r (Madariaga, 1976):

r ¼ kc
f c

(6)

Δσ ¼ 7M0

16r3
(7)

where k is a constant related to the reciprocal relation between fc and r is set as 0.25 and 0.32 for P and S
waves, respectively, by assuming a rupture velocity c ¼ 0.9cs (cs is the shear wave velocity) (Huang
et al., 2016; Imanishi et al., 2004; Kaneko & Shearer, 2015; Sato & Hirasawa, 1973).

2.4. Variation of True Q With Distance

In order to verify the necessity of the lateral variation of true Q values, we design a test assuming that the true
Q value is constant along horizontal distance to the well bore (Model 1; Figure 5) and then compare the
forward‐modeled apparent Q values with the observed ones. If the theoretical apparent Q values are compar-
able with observed Q, the difference of apparent Q between proximal and greater distance is attributed to the
long‐distance refracted raypath traveling along the lower layer. Alternatively, if the horizontal constant

Figure 5. A schematic diagram of the Q‐test Model 1 to determine if a horizontally varying Q is necessary to explain the
observations of lower Q values near the well bore, or if refracted raypaths through high‐Q layers for distal earthquakes is
sufficient (see text). Q1–Q6 is the apparent Q of representative travel paths for each earthquake group presented in
Figure 2. The true Q values in close proximity to the injection well are marked as Qi, Qii, Qiii, and as Qi′, Qii′, and Qiii′ at
greater distances.
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theoretical apparent Q values are not consistent with the observed Q
values, it would suggest that the aforementioned factor cannot fully
explain the apparent Q difference and that there must be horizontal
variation of true Q.

Specifically, we assume a layered Q model consistent with the local
velocity model (Figure 5). We only consider recordings of proximal
events with direct raypaths and distal events with refracted raypaths
as the first arrival. The relation between Q values and travel time
can be written as in Table S1. We first resolve nonnegative linear
least squares solutions of Equations S1–S3 to obtain the true Q
value, together with the assumption that true Q values proximal to
the well (Qi, Qii, and Qiii) are identical to those at greater distances
(Qi′, Qii′, and Qiii′), as shown in Figure 5. We then calculate
the theoretical apparent Q values at greater distance through

Equations S4–S6 (Qmodel
4 , Qmodel

5 , Qmodel
6 ) and compare them with

observed ones (Qobs
4 , Qobs

5 , Qobs
6 ).

We apply the forward calculation to both P and S phases. As a result,
we have 359 and 751 equations for resolving true Q values for P and S
phases, respectively, and 179 (P) and 248 (S) equations to estimate the

theoretical Qmodel
4 , Qmodel

5 , and Qmodel
6 values. The test results are

marked with gray symbols in Figures 2b–2g. The normalized residual
of true Q values is 0.01 and 0.09 for P and S phases, respectively. The
larger residual of S phases may be due to the differing choice of opti-
mal apparent Q (Figure 2) or that the S wave velocity model is not as
accurate as the P wave model (e.g., in the case of an erroneous
assumption of a Poisson solid, as a result of fluid injection and/or
concentrations of fractures and elevated fluid pressures).

We note that the layered Q model may not be a unique solution to
explain the apparent optimal Q data set. An alternative simple homo-
geneous model with a thin, low Q, top layer, would also viably fit the
data. However, the latter model would be less consistent with inde-
pendent information on the local geological setting and would be

inconsistent with the local velocity model (Figure S3, Table S2, and Text S1). It is the consideration of inde-
pendent evidence, such as the geological setting and the stress drop distribution that enable us to favor the
layered Q model. We expand on this discussion further in section 4.

3. Results
3.1. Optimal Apparent Q and Single Spectrum Fitting

As shown in Figure 2, clustering results from single spectrum fits based on the P and S waveforms consis-
tently prefer lower Q values in groups proximal to HF1 (G1–G3) compared to greater distance (G4–G6).
Averaged ratios (Qprox/Qdist) based on P and S phases estimations are ~0.51 and ~0.57, respectively. If we
consider the 5% variation of minimum RMS misfit as the acceptable Q interval, the range could be quite
wide, especially for S waves at depths >1 km (Figures 2f and 2g). Even though we are not able to efficiently
constrain the optimal Q here, the point of this comparison is to prove the necessity of applying different Q
values during clustered‐Q spectrum fitting for proximal versus distal events to the well, which is supported
by the easily distinguishable curve patterns followed by the two spatial groups (open blue circles vs. open
black circles in Figure 2).

By adjusting the single spectrum fits using the optimal Q values, we estimate corner frequencies for 231 and

296 events out of the 435 events using P and S phases, respectively (Figure 6). The mean value of f Pc =f
S
c is

~1.2, which is consistent with result from recent studies using the spectral ratio approach (Abercrombie
et al., 2017; Ruhl et al., 2017) and also with the modeling of Kaneko and Shearer (2015). The overall

Figure 6. Scaling between corner frequency (fc) and seismic moment (M0) based
on single spectra fits. M0 here is uniformly estimated from low‐frequency
amplitude (Equation 3). The uncertainty of moment magnitude estimation
(MW ¼ 2

3
log10 M0ð Þ − 6:073; Kanamori, 1978) is ±0.2 at the 95% confidence level.

fc estimates use Orange empty/filled circles: single spectrum fitting (SSF) based
on P/S phases. Purple empty/filled circles: clustered‐Q spectra fitting (CSF)
based on P/S phases. Gray shaded area: unreliable fits due to bandwidth
limitations of events with M0 < 2 × 1010. Event pair highlighted in green:
example of spectral fit comparison shown in Figure 3. Inset: Comparison
between CSF estimates of f Pc and f Sc for the same events with M0 < 2 × 1010.

Dashed line: reference for f Pc ¼ f Sc .
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comparison between regular single spectrum fitting and clustered‐Q
fitting is shown in Figure 6. Generally, fitted fc values are consis-
tently higher after clustering, and the upper limit of resolved fc
increases from 40 to 80 Hz (80% of Nyquist frequency; Shi et al., 1998;
Viegas et al., 2010). The maximum stress drop value according to
clustered‐Q fitting reaches ~10 MPa. We notice a relatively smaller
fc correction by Q‐value clustering upon S phase estimates compared
to P phases. It is possibly due to the less well‐constrained optimal QS

values for the two lower layers (Figures 2f and 2g), as the overestima-
tion of QS would result in underestimated fc values (Ko et al., 2012).
Abercrombie et al. (2017) and Ruhl et al. (2017) report that the fc
estimates would be biased on the low side when its value is beyond
approximately one half to two thirds of the maximum resolvable
frequency ( fres ¼ 80 Hz), meaning we may not robustly resolve cor-
ner frequencies that are above 40 Hz. If we consider an earthquake
that occurred near the well, at typical depths of ~2 km, the maxi-
mum resolvable fc value is 40 Hz. To resolve a stress drop down to
1 MPa, the smallest moment we can constrain would be 2 × 1010 Nm
(i.e., MW0.8; Equation 7). For smaller events with MW < 0.8, marked
as the gray shaded area in Figure 6, the almost constant fc value
(~10–20 Hz) may be an artifact of solutions trapped in local minima
due to the fitting frequency band not being broad enough to cover
the true (higher) fc. The fact that two exceptional events below the
MW0.8 threshold but with relatively higher SNR have corrected lar-
ger fc values of 40 and 60 Hz also seems to suggest that the remaining
low fc values are not reliable. Thus, to avoid interpreting artifacts
derived from bandwidth resolution at higher frequency as real
source effects, we only consider events with MW > 0.8. The median
stress drop value for P phase estimates is 0.08 MPa, with a log stan-
dard deviation of 0.8 (in the unit of log10), and the median value of S
phase estimates is 0.03 MPa, with a log standard deviation of 0.7.

The low median values relative to earthquakes of tectonic origin result from the relatively larger number of
events proximal to the well bore, which have lower stress drop values compared to themore distal events (177
vs. 91 resolvable P phases and 227 vs. 115 resolvable S phases for events proximal and distal to the wellbore,
respectively). We note that a considerable portion of P phase stress drop estimates are on the order of
~10MPa, as shown in Figure 6. The variation of stress drop values is up to ~1.5 orders ofmagnitude. The large
range of stress drop values observed here compares with other IIE studies (e.g., Goertz‐Allmann et al., 2011;
Kwiatek et al., 2014) and could be related to the larger distance scale (up to ~10 km) over which the earth-
quakes occur. The fact that themagnitude of the stress drop correlates with the distance to thewell again sup-
ports the observation of the stress drop difference between two clusters as being statistically significant.

3.2. Stress Drop Distribution From Spectral Ratio Fitting

We are able to estimate the corner frequencies of 4 and 17 master events (the larger event of a spectral ratio
pair) based on P and S phases, respectively. Constrained events with fitted frequency ranges are shown in
Figure 7. All four events with P phase measurements are within 1 km of HF1, so we use the S phase measure-
ments to investigate the spatial distribution of stress drop. The S phase corner frequency values range from
12 to 41 Hz, and seismic moment ranges between 1010 and 1014 Nm. The static stress drop values inferred
from the estimates of M0 and fc range between 0.7 and 21.9 MPa. The stress drop values are comparable to
that of tectonic earthquakes with similar magnitudes (Abercrombie, 1995; Shearer et al., 2019; Ye &
Ghassemi, 2018) and overall lower than values of IIE observed in other regions of the WCSB (Clerc
et al., 2016; Holmgren et al., 2019; Zhang et al., 2016).

Figure 7. fc estimates using spectral ratio fitting. Filled blue diamonds: fc
estimates of distal events using spectral ratio fitting (SRF) based on P phases.
Filled blue/black circles: SRF estimates of proximal/distal events based on S
phases. Error bars are estimated from the frequency bandwidth 5% increase
variance of fit (Viegas et al., 2010). Transparent bars: frequency band used for
SRF. Empty diamonds/circles: estimates from CSF of the same events
constrained by spectral ratio fitting. Examples of spectral ratio fits highlight in
green are shown in Figures 4 and S1. Dashed lines: stress drop reference based
on S phases with cs ¼ 2.59 km/s (Equation 7).
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Events proximal to HF1 (C1 and C2) have a roughly constant stress drop values of ~1 MPa, whereas events at
greater distances have stress drop values of ~10 MPa. Both groups show a scattered scaling relationship with
seismic moment, although within a limited, and largely nonoverlapping, magnitude range. All the events
with smaller stress drop values are located at distances of ~2 km or less to the well HF1, and the distal events
have higher stress drops (Figure 8a). Also, all the events proximal to HF1 are shallow (in sedimentary layers)
whereas those at greater distances to the well extend over a broader depth distribution, down to ~8 km
(Figures 8b and 8c).

3.3. Comparison Between Clustered‐Q Single Spectrum and Spectra‐Ratio Fitting

Our comparison focuses on the S phase estimates, given that the constrained spectra‐ratio fits based on P
phase limited. As shown in Figure 7, for earthquakes that are analyzed by both methods, stress drop values
estimated from spectral ratio fitting are on average ~1.4 orders of magnitude higher than estimates from
clustered‐Q single spectrum fitting. This systematic discrepancy between estimates likely results from path
and site effects that remain uncorrected in single spectrum fitting, which has been seen in many previous
studies (e.g., Ide et al., 2003; Kwiatek et al., 2014; Viegas et al., 2010). For example, since we use a constant
Q assumption for single spectrum fitting, the geometrical attenuation is dependent on the frequency as an

exponential shape ∝ e−
πft
Q (Shearer, 2019). While in the real case, the Q factor is also frequency dependent.

Despite using a good overall estimate of the apparent Q value (i.e., optimal Q), we suspect that the real
attenuation below 20 and 6 Hz is actually stronger than calculated attenuation for proximal and distal clus-
ters, respectively. Thus, a lower corner frequency value would be expected in single spectrum estimates.
Sumy et al. (2017) found much lower stress drops for the Prague sequence by fitting for Q and fc, compared
to later studies that used spectral ratios (Boyd et al., 2017; Huang et al., 2017). Even in relatively clean deep
borehole recordings, Ide et al. (2003) show similarly that propagation effects could lead to more than a factor
of 2 difference between corner frequency estimates from single spectrum versus spectral ratio fitting. The
corner frequency differences would also lead to stress drop values more than 1 order of magnitude lower
when estimated from single spectra. Therefore, we consider the spectral ratio fitting results as the most
robust corner frequency and stress drop estimates. The clustered‐Q spectra fitting results with a larger

Figure 8. (a) Map view of the stress drop distribution based on spectral ratio estimates. Stars indicate the hypocenter
locations of stress drop values estimated from P/S phases, with colorbar indicating the stress drop value in MPa. Pink
lines: map view of the horizontal well trajectories. (b and c) Same as (a) but for E‐W and N‐S profiles, respectively.
Hypocenters are from the relocated catalog by Yu et al. (2019).
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number of resolved events are complementary to the spectral ratio
fits. Albeit the absolute values of source parameters are less
well‐constrained compared to spectral ratio estimates, the stress drop
scaling based on the clustered‐Q spectra fits still holds. As Figure 9
shows, the overall trend can be consistently recognized that stress
drop values observed for events close to the HF1 are relatively smaller
compared to events more distal to the well. The difference in stress
drop values between the proximal and distal populations can be
easily recognized from spectral ratio fitting (blue and black solid cir-
cles), and results derived from clustered‐Q spectrum fitting in the
moment range of ~2 × 1010–1011 Nm (MW 0.8–1.3; orange box) also
agree with the stress drop difference. The Δσ versus M0 plot based
on P phase estimates is available in Figure S4. The contrast in stress
drop between proximal and distal event groups is less distinct com-
pared with S phase due to a lack of robust estimations for distal
events.

When using the S phase corner frequency values estimated from
spectral ratio fittings to check the robustness of apparent Q value con-
strained by clustered‐Q spectral fitting, we are able to establish 26
master‐event pairs recorded by the same station. As a result, the aver-
aged RMS misfit between the observed residual spectra ratio and the
calculated geometrical spreading factor is 0.21, suggesting reliable
estimations of the apparent Q values.

3.4. Spatial Variation of True Q Value

In order to reject the null hypothesis that the true Q value is invariant
with respect to the distance to the well, we conduct a test assuming
that the true Q value at distal distances is the same as in the proximity
of the HF1.

The test results are marked as stars outlined in gray in Figures 2b–2g.
The theoretical apparent Q values for Groups 4–6 are generally smal-

ler than the observed values in cases with more robustly constrained optimal apparent Q values
(Figures 2c–2e). By contrast, the unanticipated values of theoretical apparent Q in some cases, either smaller
or larger than the observed optimal apparent Q for distal groups (G4–G6), are probably due to the poor con-
straint of optimal Q (Figures 2b, 2f, and 2g). Although we do not obtain reliable estimates for all three layers
exclusively based on P or S phases, the combination of good estimates from both phases helps prove the dif-
ference between the theoretical and observed apparent Q values at greater distance. The assumption of a true
Q value being constant with horizontal distance to the well is unable to fully justify the observed difference
between the apparent Q values at varying distances. Therefore, we infer that the true Q value is indeed larger
at greater distances to the well.

4. Implication and Discussion

In our study, the stress drop values of IIEs in the proximity of the wellbore HF1 is lower relative to those at
greater distances, that is, ~1 MPa versus ~10 MPa, based on the S phase spectral ratio estimations. The dif-
ference of absolute stress drop values could vary depending on the approach used to estimate them as well as
the phases. For example, stress drop values would be lower from S phase clustered‐Q spectral estimations
(Figure 7). However, the relative difference between the stress drop estimates of the two clusters is visible
regardless which method is used, suggesting that it is more reliable than the absolute values. In addition,
a change in stress drop values for events above and below MW 2 is also suggested by the spectral ratio esti-
mates (Figure 9). Three possibilities may explain the observations: (i) The stress drop is relatively lower in
close proximity to the wellbore due to the elevated pore pressure and/or rock damage, (ii) the stress drop
scales with magnitude, or (iii) the low fc value of small events near the wellbore could be a biased selection
due to the limited frequency resolution. Ideally, the best way to identify which possibility is more dominant

Figure 9. Stress drop scaling comparison between spectral ratio fitting (SRF)
and clustered‐Q spectra fitting (CSF), estimated based on S phase. Blue/
black filled dots: stress drop of events proximal/distal to HF1 with SRF
estimates. Blue/black empty dots: stress drop of proximal/distal groups with CSF
estimates, averaged in 0.1 × log10(M0) bins with error bars indicating
standard error. Static stress drop value estimates are calculated using a
depth‐dependent shear wave velocity. Gray shaded area: unreliable fits of events
with M0 < 2 × 1010 Nm (MW < 0.8). Orange shaded area: highlights that the
moment of CSF constrained events proximal and distal to the well only
overlap in a narrow range of 2 × 1010–1011 Nm.
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would be to quantify the trend in stress drop values over a wider range of magnitudes (e.g., Abercrombie &
Rice, 2005; Ide et al., 2003). However, the events in close proximity to HF1 are nearly exclusively smaller
thanMW 2. Conversely, we can also look at the corner frequency values of smaller magnitude events at larger
distances, but their corner frequencies cannot be well constrained by the spectral ratio estimates due to their
lower SNRs. We do observe differences in stress drop between the proximal and distal event clusters, albeit
overlying for a limitedmagnitude range ofMW 0.8–1.3 (Figure 9). It would be less convincing to simply extra-
polate to the whole magnitude range. Without larger events near the wellbore or spectral‐ratio estimates for
smaller events at greater distance, we are unable to confirm possibilities as (1) pore pressure and/or rock
damage near the wellbore is responsible for lower stress drop values or (2) if there is indeed a scaling with
magnitude.

There is also possibility that we miss source parameters for small earthquakes near the injection well with
higher stress drop (i.e., higher fc) because of the limited frequency range resolution (Shearer et al., 2019).
For instance, if small events (M < 2) with stress drop ~10 MPa do exist near the wellbore, the corresponding
fc could have reached our frequency resolution (fres ¼ 80 Hz). In the case where fc exceeds 1/2 to 2/3 of fres
(40–53 Hz), the fc estimates would be biased low (Abercrombie et al., 2017; Ruhl et al., 2017). Admittedly,
the effective way to resolve such a question is to record more earthquakes in a longer observational period
or to improve the frequency resolution with higher sample‐rate seismometers. However, the consistent facts
that (1) none of the constrained S phase single spectrum estimates exceeds 1/2fres (Figure 6) and (2) the
spectral‐ratio estimates are all below 2/3fres, with only one falling in the ambiguous range of
1/2fres < fc < 2/3fres but still following the 1 MPa stress drop scaling (Figure 7), may instead suggest that
the possibility of selection bias related to proximal small events is unlikely themain factor leading to the spa-
tial variation of stress drop.

Moreover, several lines of indirect evidence support the hypothesis that the stress drop is lower near the well.
First, if we consider the resolved events in two groups: proximal (clusters C1 and C2) and distal (others) to
the well, the stress drop values of events in each group are roughly invariant relative to seismic moment
(Figure 7), although the range of magnitudes is small and nonoverlapping. In other words, the stress drop
values vary negligibly within individual groups of earthquakes proximal or distal to the well. It is sufficient
to prove that the stress drop difference between two groups is statistically significant. Additionally, the por-
oelastic modeling results of Yu et al. (2019) suggest that the pore pressure change within 1 km of the well
could reach several MPa, as opposed to a very limited stress change inferred at distances greater than
5 km (~10−3 MPa). The modeled stress changes would be one of significant factors to explain the differences
in observed stress drop values between proximal and distal event groups here in the context of a
Mohr‐Coulomb failure criterion. Since pore pressure perturbations would not be expected to be high imme-
diately following the start of injection activity, it may alternatively explain why larger‐magnitude HF IIE
occur at distances beyond ~1 km of the well with a time delay. Another possible scenario is that the fault
shear strength near the well bore could be relatively lower compared to greater distances, considering
hydraulic stimulation increases fluid pressure and fracture density near the well bore, the latter is shown
to lead to lower equivalent friction coefficient for fractured rock masses (Zhang & Sanderson, 2001). That
is, injection likely facilitates the occurrence of proximal events with lower stress drop values that presumably
result from possible slower ruptures in the damaged rocks near the wellbore compared to the more intact
rock away from it. Similar spatial pattern of stress drop increase is also valid for IIE sequence near
Crooked Lake, Alberta, in the context of distance range within several kilometers (Clerc et al., 2016).
Goertz‐Allmann et al. (2011) and Kwiatek et al. (2014) also report stress drop increase with distance to the
well at the Basel geothermal site and Berlin geothermal field, respectively, although both observations only
cover spatial distance up to hundreds of meters. Specifically, Kwiatek et al. (2014) show a gradual stress drop
increase from ~1 to ~10 MPa in a distance range of 100–500 m from the injection well, using borehole seism-
ometers with sample‐rate up to 3,000 Hz. Conversely, Trugman et al. (2017) reported no relation between
distance and stress drop of WD induced earthquakes in southern Kansas. Such findings, however, are not
contradictory to the findings in this study, because WD injection is pervasive in Kansas and hence wide-
spread elevation of pore pressures is expected, as opposed to an isolated HF wells with associated seismicity.

Furthermore, a relatively lower true Q value near the well suggests a higher degree of rock damage and
potentially higher pore fluid pressures related to HF injection (Worthington & Hudson, 2000). The
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variation of true Q thus provides independent evidence to support an interpretation of the stress drop differ-
ence as a manifestation of rock strength difference between the proximal and distal events. Joint constraints
from stress drop and Q‐value distributions also provide a more comprehensive understanding of the
distance‐decaying influence associated with HF fluid injection.

Before making a direct comparison between our stress drop estimates and that from other studies, a number
of model dependent features need to be considered (Kaneko & Shearer, 2015). First, we use the k factor by
Sato and Hirasawa (1973) in the stress drop calculation (Equation 6), which leads to considerable differences
between our values and those derived with other models. For example, our stress drop values are only 30% of
the Madariaga stress drop (Madariaga, 1976) and 160% of the Brune stress drop (Brune, 1970), given the
same velocity model. Second, induced earthquakes might have nonnegligible nondouble‐couple (non‐DC)
components, which could bias the moment estimates (Zhang et al., 2016). The adjusted seismic moment
(M0) of the proximal events (clusters C1 and C2) would be corrected to 49% and 54% of their pure‐DC values
for P and S phase, respectively (Figure S5 and Text S2). The corrected stress drop values would still be pro-
portionally lower with less discrepancy between values derived from P and S phases, but the scaling remains
the same (Figure S6). While the Brune model derived from a flat circular shear crack model (Brune, 1970,
1971) would be insufficient in describing the source parameters of earthquakes with nonnegligible
non‐DC components and thus potentially affects the corner frequency estimations (e.g., Liu et al., 2020),
we note that recent work by Roth et al. (2020) and references therein point to induced earthquake in the
region being consistent with shear reactivation of existing faults correlated with injection activity.

Third, it is necessary to consider the possible influence of an overestimated seismic velocity near the HF well
on the static stress drop (Δσ), where Δσ ∝ c−3

s (Eshelby, 1957). High‐rate fluid injection could result in a
lower seismic velocity surrounding the well by increasing fracture density and decreasing the effective stress
through increased pore pressure. Also, the Qp/Qs < 1 near HF1 suggests hydrocarbon saturation
(Klimentos, 1995; Maultzsch et al., 2003), indicating a reduced seismic (particularly S wave) velocity near
the well bore relative to the regional 1‐D velocity model. If a velocity contrast indeed exists between the
volume near HF1 and at greater distances to fully address the differences in stress drop values, we can spec-
ulate cs close to the well would need to be reduced by 46%. Even if such high variation in shear wave velocity
is possible, the highly fractured volume due to HF injection should be very limited, perhaps no more than
200 m from the wellbore. On the other hand, the low seismic injection efficiency (the ratio of cumulative
radiated energy of IIE and hydraulic energy in a certain time period) in the Montney shale formation indir-
ectly suggests a low radiation efficiency of earthquake sources (Maxwell et al., 2018), indicating a low rup-
ture velocity (Husseini & Randall, 1976). However, such low rupture velocity is expected to equally affect
both the proximal and distal clusters. Therefore, velocity overestimation, either due to the HF related higher
fracture density or the sedimentary geological setting, is unlikely the leading factor of the stress drop differ-
ence between proximal and distal events. The observed variation probably results from additional factors,
such as elevated fluid pressure, which helps justify the applied 1‐D layered velocity model.

5. Conclusion

We investigate the source parameters of 484 events (MW‐1.0 to 3.0) that occurred between 28 May and 15
October 2015 surrounding a hydraulic fracturing well in northeast British Columbia. Spectral ratio fitting
implies that static stress drop values fall in the range of 0.7–21.9 MPa, typical of tectonic earthquakes.
Both the spectral ratio fitting for limited event pairs and a clustered‐Q single spectral fitting for a larger num-
ber of events consistently suggest a stress drop difference between clusters proximal and distal to the well;
earthquakes within ~2 km of the active HF well have lower stress drop values (~0.1–1MPa) relative to earth-
quakes at greater distance (~1–10 MPa). The stress drop values of either cluster are roughly invariant with
seismic moment, although within a limited, and non‐overlapping magnitude range. Due to the lack of
larger‐magnitude events near the borehole and robust spectral‐ratio estimates for smaller events at greater
distance, we are unable to definitively exclude the possibility that stress drop scales with magnitude, which
is commonly observed for earthquakes of such small magnitudes and often attributed to an observational
artifact. Nevertheless, estimates of seismic attenuation factor Q based on the single spectrum fitting also sug-
gest lower Q proximal to the well. The combination of low stress drop values and low seismic Q probably
imply that the higher fracture density and/or elevated pore pressures near the well prevent the crustal
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rocks from storing and releasing larger magnitudes of stress compared to ostensibly less damaged rock at
greater distances. The observations presented here support the interpretation of a heterogeneous stress state
near the well and may provide an explanation for why larger‐magnitude HF IIEs occur at distances beyond
~1 km of the well with a time delay, where pore pressure perturbations would not be expected to be high
immediately following the start of injection activity.

Data Availability Statement

Waveform data is available through Yu et al. (2019). Well data are publicly available from the
British Columbia Oil and Gas Commission database. A catalog containing all relevant source parameters
and their uncertainties is available at https://doi.org/10.5281/zenodo.3905328 (https://zenodo.org/record/
3905329#.XxHwTZNKjBI).
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