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ABSTRACT
On 17 August 2015, an Mw 4.6 earthquake occurred northwest of Fort St. John, British
Columbia, possibly induced by hydraulic fracturing (HF). We use data from eight broad-
band seismometers located ∼ 50 km from the hypocenter to detect and estimate source
parameters of more than 300 events proximal to the mainshock. Stress-drop values esti-
mated using seismic moment and corner frequency from single-event spectra and spectral
ratios range from ∼1 to 35 MPa, within the typical range of tectonic earthquakes. We
observe an ∼5-day delay between the onset of fluid injection and the mainshock, a
b-value of 0.78 for the sequence, and a maximum earthquake magnitude larger than
the prediction based on the total injection volume, suggesting that the Mw 4.6 sequence
occurred on a pre-existing fault and that the maximum magnitude is likely controlled by
tectonic conditions. Results presented here show that pre-existing fault structures should
be taken into consideration to better estimate seismic hazard associated with HF opera-
tions and to develop schemes for risk mitigation in close proximity to HF wells.

KEY POINTS
• We study the largest hydraulic-fracturing (HF) earthquake

in Canada, and infer it was on a pre-existing fault.
• Mmax of HF-induced earthquakes are site-dependent,

with stress-drop values similar to tectonic events.

• Proximity of HF wells to pre-existing fault structures
should be considered in seismic hazard estimation.

Supplemental Material

INTRODUCTION
Induced seismicity refers to earthquakes caused by stress per-
turbations imposed by anthropogenic activities. Recent studies
have shown a strong positive correlation between earthquakes
and fluid injection related to wastewater disposal and hydraulic
fracturing (HF). In particular, a number of large (M 4+) HF-
induced earthquakes have occurred in North America and in
China (e.g., B.C. Oil and Gas Commission, 2012; Ellsworth,
2013; Weingarten et al., 2015; Atkinson et al., 2016; Lei et al.,
2019). For instance, in the central United States (CUS),
induced earthquakes are caused presumably by pore-pressure
and elastic stress changes that destabilize pre-existing faults
within confined subsurface zones due to saltwater disposal
(e.g., Ellsworth, 2013; Keranen et al., 2014; Weingarten et al.,
2015), whereas in western Canada, HF has been inferred as the
main contributor to the drastic increase in seismicity since

∼2008 (Atkinson et al., 2016). Recent studies in the Sichuan
basin, China, also suggest a close correlation between induced
seismicity and HF operations in which some of the largest
potential HF-induced earthquakes have reached an Mw of 5.7
(Lei et al., 2019). In addition, an HF-induced Mw 4.7 earth-
quake on 28 January 2017 most likely occurred in the pre-
Triassic sedimentary layer, rather than in the crystalline
basement (Lei et al., 2017), suggesting that HF injection fluids
may interact with faults at a variety of depths. Both poroelastic
stress transfer and pore-pressure diffusion may act as trigger-
ing mechanisms of induced earthquakes. Specifically, static
stress transmitted through the rock matrix could introduce
near-instantaneous stress perturbations at distances of up to
∼4 km from the injection point (e.g., Deng et al., 2016; Yu et al.,
2019), whereas fluid pressure diffusion may act on short time
scales within ∼1 km of the well bore and with a delayed res-
ponse at farther distances (e.g., Atkinson et al., 2016; Bao and
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Eaton, 2016; Mahani et al., 2017; Schultz et al., 2018; Yu
et al., 2019).

In the past decade, British Columbia (BC) has become one
of the most active regions for the exploitation of unconven-
tional hydrocarbon resources in the western Canada sedimen-
tary basin (WCSB). The Montney Formation in the WCSB is
one of the primary focuses of gas reservoirs in the northeastern
BC due to the large amount of shale gas and tight gas reserves.
The Montney Formation is located near the Fort St. John (FSJ)
area and is mainly composed of turbidite siltstone and
dark gray shale (Moslow, 2000). An increase in industrial injec-
tion activity starting in 2011 has been commensurate with the
increase of local seismicity (e.g., B.C. Oil and Gas Commission,
2012). For instance, 10 M > 3 earthquakes were reported
by Natural Resources Canada (NRCan) in northeastern BC
between 2003 and 2010, compared with 58 M > 3 events
between 2011 and 2019 (Fig. 1a), including the 2015 Mw 4.6
FSJ earthquake and the 2018 Mw 4.5 earthquake near
Dawson Creek. The frequency with which M > 4 earthquakes
occur in the WCSB has raised many questions, such as, what
is the spatiotemporal correlation between injection activity
and induced earthquakes? What are the source parameters
of induced earthquakes and what implications do the scaling
of source parameters have on the implied triggering mech-
anisms?

On 17 August 2015, the largest potentially HF-induced
earthquake in the WCSB occurred near FSJ, northeastern BC,
with a reported Mw 4.6. The earthquake was located within
1 km of an active HF well (W1, Fig. 1). A total volume of
∼65;000 m3 was injected at the depth of ∼1:9 km into the
Lower Montney Formation in the five days prior to the earth-
quake. Here, we examine in detail the seismicity distribution
surrounding the Mw 4.6 mainshock through enhanced earth-
quake detection and double-difference earthquake relocation,
as well as earthquake spectral analysis. The primary objectives
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Figure 1. (a) Seismicity and station distribution in northeastern British Columbia,
2011–2018. Earthquake symbol size corresponds to magnitude, and color
corresponds to origin time. Natural Resources Canada (NRCan) stations in
operation since 2011 shown in large triangles; MG stations operating from 13
May to 13 October 2015 shown in small triangles. Black squares show the
locations of active hydraulic-fracturing (HF) wells during August–October 2015.
Focal mechanism solutions are from the NRCan database. (b) Relative relo-
cations of 191 earthquakes detected using multistation matched-filter (MMF)
detection. Horizontal well injection data is from the BC Oil and Gas Commission
database. The star indicates the location of the Mw 4.6 mainshock. Symbol
shapes differentiate clusters associated with respective HF wells, W1, W2, and
W3. Circles with thicker outlines denote earthquakes that occurred on 2
September 2015. Crosses denote the location of the eight templates used in the
enhanced MMF detection. The inset in (a) marks the study area. The color
version of this figure is available only in the electronic edition.
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of this study are (1) to establish and quantify correlations
between the Mw 4.6 sequence and injection history of nearby
wells and (2) to estimate event source parameters (seismic
moment, corner frequency, and static stress drop) to quantify
the magnitude and scaling of stress-drop values with event size.
In the following, we will show a spatial–temporal correlation
between the seismicity and proximity to HF wells and examine
a possible correlation of event size with injection volume. We
will also show evidence that the stress-drop values for the
induced earthquake sequence fall within the range typically
observed for tectonic events.

DATA ACQUISITION
We use data from a temporary deployment of eight broadband
seismic stations (MG01–MG08 of the QM network, 200 Hz
sampling rate) northwest of FSJ, supplemented by three
NRCan regional stations (NBC4, NBC5, and NBC7 of the
CN network, 100 Hz sampling rate) to study the Mw 4.6
sequence (located at ∼50 km southeast of the MG seismic sta-
tions, Fig. 1a). The MG stations recorded data from 13 May to
13 October 2015, but we focus on seismicity between 11
August and 7 October 2015 as prior and subsequent seismic
activity in the study area was negligible. Four of the MG sta-
tions had unlocked Global Positioning System signals during
part of the deployment period, which caused a nonnegligible
timing error. We applied an ambient noise correction to reduce
the timing error from ∼1 to ∼0:1 s (details of the timing cor-
rection can be found in the supplemental material to this
article and in Yu et al., 2019).

ENHANCED CATALOG AND EVENT LOCATION
We first use the multistation matched-filter (MMF) approach
with NRCan-reported earthquakes as templates to enhance the
completeness of our catalog for the time period indicated pre-
viously using MG and NRCan stations as shown in Figure 1.
We then calculate the initial hypocentral locations of the MMF
detections through both grid-search and double-difference
relocation. Finally, we estimate the source parameter of each
event. The following two sections detail the methods used
to build the MMF catalog with relative relocations and the tim-
ing of earthquake occurrence with injection activity.

Enhanced catalog building using MMF detection
The NRCan catalog contains 25 events during the time window
of this study (August 11 to 7 October 2015), ranging in mag-
nitude from 1.4 to 4.6. To maximize the number of locatable
earthquakes, we perform an enhanced detection using anMMF
approach. The MMF approach searches for signals in the con-
tinuous waveforms by cross-correlating template waveforms
across multiple stations and summing the cross-correlation
coefficients (e.g., Skoumal et al., 2015). When the summed cor-
relation coefficients exceed some predetermined threshold, a
detection is declared. We follow the methods of Wang et al.

(2015, 2018) and use continuous waveforms from the eight
MG stations and three NRCan stations with the eight template
earthquakes that occurred following the Mw 4.6 earthquake
(Mw 1.4–4.6; all of the other cataloged events have been
detected by our MMF method). The eight templates were
chosen by grouping the original 25 cataloged events based
on waveform similarity and using the largest amplitude event
in each group (to reduce the number of potential templates and
thereby the computation time of the MMF detection).

Prior to performing the cross correlation, we remove the
instrument response and apply a band-pass filter of 5–
15 Hz, which is the frequency band of the dominant energy
of seismicity in this study, to both the templates and the con-
tinuous waveforms. We then calculate the cross-correlation
values at each station in timesteps of 0.01 s. We allow for
time-window shifts of up to 2 s between stations to maximize
the cross-correlation values before summing, thus increasing
the chance of detecting earthquakes offset from the template
locations (i.e., noncollocated events). A detection is declared
when the cross-correlation value exceeds 18 times the mean
absolute deviation (MAD) value corresponding to the 75th
percentile for a symmetric distribution with zero mean. The
empirically set MAD value allows for the added advantage
of detecting a larger number of candidate events, from which
the false detections are removed by manual inspection. We also
visually inspect all detections to remove events with less than
five phase picks that cannot subsequently be located. The pre-
vious procedure results in a total of 468 automatic detections,
of which 323 are selected for location.

Location and temporal correlation with injection
We manually pick P- and S-wave arrival times for the 323
detections outlined previously and calculate their initial hypo-
central locations using the CRUST 1.0 velocity model with a
1° × 1° box centered at (57.5° N, 122.5° W) (Laske et al., 2013;
Fig. S1). Phase picks are primarily from MG stations, with
some phase picks from NBC4, NBC5, and NBC7 for the larger
events for which it is possible to constrain phase arrivals using
cross-correlation time lags (Fig. S2). The hypocenter estima-
tion uses a two-step approach, beginning with an initial coarse
matrix grid search followed by location and origin-time refine-
ment with a nonlinear iterative method. The details of the
two-step grid-search method are explained in supplemental
material and Figure S3.

Next, we employ the double-difference relocation method
(hypoDD) to further refine the earthquake locations
(Waldhauser and Ellsworth, 2000). We use phase picks and
differential travel times determined with cross correlation of
waveforms as the hypoDD input, and the parameter settings
are listed in Table S1. The final relocation result retains 191
of the initial 323 events. We calculate the spatial uncertainties
of relocated hypocenters using 1000 bootstrap random replace-
ment trials, taking samples from observed residual distribution
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to replace the final residuals, following the method of
Harrington et al. (2015) and Yu et al. (2016) (Table S2).
We only retain events with horizontal and vertical errors of
less than 3 km. We note that source depths may not be well
constrained due to the large source–station distances and that
the horizontal relative locations perpendicular to the back azi-
muth of available MG and NRCan stations may be not as well
constrained as the direction parallel to the back azimuth.
Figure 1b shows the 191 relocated events, and their spatial dis-
tribution suggests three earthquake sequences that correlate
spatially with nearby HF activity. The majority of the 191 relo-
cated earthquakes are also temporally correlated with the injec-
tion activity at the three HF wells shown in Figure 1b. These
three were the only active wells in the region during the study
period. The first sequence near the HF well W1 demonstrates a
clear pattern of seismicity migration away from the well toward
the southeast, similar to the spatiotemporal migration
observed at another HF well within 3 km of the MG stations
(as shown in Yu et al., 2019) and can be interpreted by pore-
pressure diffusion close to the well. We note that our relocated
earthquake locations are similar to those from Mahani et al.
(2017) with an average discrepancy of no more than ∼2:1 km,
which can likely be attributed to the different sets of stations
used in the two studies.

We compute the local earthquake magnitudes ML of the
relocated events using the peak S-wave amplitude averaged
over all stations (see details in the supplemental material),
and seismic moment M0 by fitting the long-period spectral
amplitude with a Brune spectral model (details in the single-
spectrum fitting section). Figure 2 shows the cumulative
seismic moment and daily seismicity rate based on the 191
relocated events and their temporal correlation with the cumu-
lative injection volume during the injection periods at wells
W1, W2, and W3 (Fig. 1b). Figure 2 suggests a complex rela-
tionship between the seismicity rate at individual wells with
respect to daily and cumulative injection volume. First, the lag
time between injection onset and the onset of seismicity differs
between wells: there is an ∼5-day lag at W1, an ∼1-day lag at

W2, and an ∼1-day lag at W3. Second, a small peak in daily
injection rate, and thus cumulative volume, preceded a spike
in seismicity on 2 September 2015 by two days. Closer exami-
nation of the location of this seismicity spike cluster (shown
with thick outlines in Fig. 1b) shows that it began south of the
horizontal terminus of the active W1, in close proximity to the
Mw 4.6 mainshock and its aftershock sequence. The cluster
location suggests a possible reactivation (further stress pertur-
bation) of the same fault system associated with the main-
shock. Third, there is lower seismicity in response to injection
at W2 compared with W1 and W3. One plausible explanation
is that the total injected volume is less, which is also consistent
with the conclusions reached by Mahani et al. (2017) and
Schultz et al. (2018), namely that the cumulative amount of
injected fluid may be one of the dominant factors in generating
induced seismicity. In this study, we focus more on the rela-
tionship between individual wells and the corresponding earth-
quakes, rather than the seismicity rates viewed in the context of
total regional injected volumes from all wells in the region as
shown in Mahani et al. (2017).

STRESS-DROP ESTIMATES
We first use the long-period spectral amplitude Ω0 of the
single-event displacement spectra to constrain the seismic
moment M0 values and to provide initial estimates of corner
frequency f c assuming a constant quality factor Q. We then
refine the initial estimates of the spectral corner frequencies
for event pairs with similar waveforms and a high signal-
to-noise ratio (SNR) over the frequency band of interest using
spectral ratios, which minimizes nonsource-related effects
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Figure 2. Daily seismicity (colored bars) and daily injection volume (colored
shaded areas) since 11 August 2015, one day before the start of HF
injection at W1. The active injection periods for each well are indicated
along the horizontal axis. Solid line indicates the cumulative moment for the
MMF-detected earthquakes shown in the histogram; dashed line denotes
the cumulative injection volume from the three HF wells. The color version of
this figure is available only in the electronic edition.
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(e.g., Ide et al., 2003; Harrington et al., 2015). In this section,
we detail how estimates of M0 and f c are used to calculate the
static stress-drop values, as well as the refinement of the f c esti-
mates and stress-drop value estimates.

M0 and f c estimates using single spectra
We start with instrument-response-corrected displacement
recordings of earthquakes and calculate the phase (P and S)
spectra using time windows of 4 and 2 s for earthquakes with
magnitudes of M > 4 and M < 4, respectively. Time windows
start 0.1 s before the phase arrival, and spectral estimates are
performed using a multitaper spectral estimation on individual
components (Thomson, 1982; Prieto et al., 2007). We use the
analytical model proposed by Brune (1970, 1971) to estimate
values of Ω0 and f c from the power spectrum vector sum of all
three components as a function of frequency:

EQ-TARGET;temp:intralink-;df1;41;536Ω�f � �
������������������������������������������������������������������������
ΩHHZ�f �2 �ΩHHN�f �2 � ΩHHE�f �2

q
; �1�

in which the analytical expression for equation (1) is given by
Brune (1970, 1971) as

EQ-TARGET;temp:intralink-;df2;41;464Ω�f � � Ω0e
−πf t

Q

�1� � ff c�γn�
1
y

: �2�

The parameter t represents the travel time, f is the spectral
frequency, f c is the corner frequency, n is the high-frequency
fall-off rate, γ is a constant that determines the spectral corner
shape, and Q is the quality factor. Here, we test three models:
(1) γ � 1, andQ � 1000 for both P and S waves (Brune model,
1970, 1971); (2) γ � 2, and Q � 1000 for both P and S waves
(the assumption of γ � 2 effectively corresponds to the model
proposed by Boatwright, 1980); and (3) γ � 1, and Q is a free
parameter. All three models allow n to vary as an additional
free parameter (to Ω0 and f c) between 1 and 4. We then
use the MATLAB (see Data and Resources) least-squares
curve-fitting algorithm and estimate 95% confidence intervals
with the asymptotic normal distribution method using the
residuals calculated from “Lsqcurfit.” We also compute noise
spectra using the same procedure on background noise wave-
forms of identical window lengths 5 s directly preceding the P-
wave arrival (for cases without P-wave arrivals, we use 12 s
directly preceding the S-wave arrival, considering an ∼50 km
epicentral distance). The following criteria dictate bandwidth
over which the spectra (and spectral ratios) are fitted:
(1) SNR > 2 over a bandwidth of at least 15 Hz (we also retain
some of the fits with bandwidth >10 Hz with stable long-
period amplitude estimations) and (2) the fitted f c value is
higher and lower than the first and last three spectral data
points. We also manually review all spectral fitting results
and remove qualitatively poor fits (e.g., in cases in which
the spectrum deviates drastically or erratically from the model

at high frequencies) to ensure that f c values are well con-
strained between the fitting band limits. A total of 135 of
the original 191 relocated events surpass the previous criteria.
Figure S4 shows representative examples of single-
spectrum fits for P and S phases, and Figure S5 shows the
comparison between the three models. We find that (1) the
Q-value does not strongly affect the corner-frequency or low-
frequency amplitude estimation, and (2) the Boatwright model
provides lower corner-frequency estimates compared with the
Brune model (thus leading to a smaller stress-drop estimation;
Fig. S5). Huang et al. (2017) also find a similar systematic trend
of lower corner frequencies when the spectral-ratio method is
applied with a Boatwright model. The general trend of lower
corner frequencies is consistent with the more pronounced
spectral fall-off.

Finally, we calculate the seismic moment using the station-
averaged Ω0 values in the following (Eshelby, 1957):

EQ-TARGET;temp:intralink-;df3;308;523M0 �
4πρc3RΩ0

Uϕθ
; �3�

in which c is the seismic-wave velocity. We assume a constant
5 km=s velocity versus depth, due to poor depth constraints,
based on the average velocity of the layers above the hypocen-
ter of the deepest earthquake according to the velocity model
(Fig. S1). R is the hypocentral distance, ρ represents density
(for which we select the average crustal value of 2700 kg=m3),
and the mean radiation pattern UΦθ is assumed to be 0.52 and
0.63 for P and S waves, respectively (Aki and Richards, 2002).
The moment uncertainties are estimated using a jackknife
uncertainty estimation method following the study of Prieto
et al. (2007).

Corner-frequency refinement using spectral ratios
Once we have the initial estimates of f c from the single-spectra
fitting, we use a spectral-ratio approach to refine the f c esti-
mation. The single-event earthquake spectrum contains not
only energy related to the earthquake source but also informa-
tion regarding travel path, instrument response, and site
effects. Taking the ratio of two collocated earthquake spectra
effectively cancels all nonsource-related terms within the
spectra, thereby removing any bias or influence on the spectral
corner frequency (e.g., Ide et al., 2003; Viegas et al., 2010;
Abercrombie, 2013). We refer readers to Abercrombie et al.
(2017) for a more detailed description of the spectral-ratio
approach. We find suitable collocated event pairs for the spec-
tral-ratio refinement by cross-correlating waveforms within
the enhanced catalog, assuming that similar waveforms imply
very minor differences in hypocentral locations. We also apply
additional criteria detailed later for the event pair selection
and refer to the larger magnitude event as the master event
and the smaller magnitude event as the empirical Green’s
function (eGf).
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Potential spectral-ratio pairs must satisfy three criteria:
(1) the magnitude difference between the bigger and the
smaller events must be at least 0.5 to ensure resolvable f c
values, (2) the (relocated) catalog location distance between
events in a pair may not exceed 5 km, and (3) the cross-
correlation value must exceed 0.7 for P and S phases within
individual event pairs. The latter two criteria will only be ful-
filled for approximately collocated events with similar focal
mechanisms. We then calculate the master event and eGf spec-
tral estimation using the same time-window length convention
as the master event. The eGf spectra are recomputed here due
to the fact that the time-window length in the single-spectrum
estimation is based solely on the earthquake magnitude and
thus may vary slightly.

We calculate spectral ratios for each event pair at all stations
that fulfill the previous criteria following the stacked spectral-
ratio approach (Huang et al., 2016). Stacking spectral ratios
across stations produces better-constrained parameter fits
by reducing noise and potential radiation pattern effects rela-
tive to fitting individual spectral ratios (Huang et al., 2016;
Abercrombie et al., 2017). We then fit the stacked spectral
ratios using the analytical expression for the ratio of two
Brune spectra (Brune, 1970, 1971):

EQ-TARGET;temp:intralink-;df4;53;445

M1�f �
M2�f �

� Ω01

Ω02

 
1� � f

f c2
�γn

1� � f
f c1
�γn

!1
y

; �4�

in which f c1, f c2 and Ω01, Ω02 are the corner frequencies and
long-period spectral amplitude values for the master and eGf
events, respectively. The high-frequency fall-off parameters n
and γ are set to 2 and 1, respectively (e.g., Viegas et al., 2010;
Abercrombie, 2014; Abercrombie et al., 2017; Shearer et al.,
2019). We also test the Boatwright model with γ � 2. The gen-
erally higher residuals suggest that the Brune model provides
a better fit to our data set. The free parameters (Ω01=Ω02, f c1,
and f c2) are fit using a least-squares curve fitting algorithm in
MATLAB. Although the high- and low-frequency amplitudes
of the ratio are fit, we only retain the estimated f c1, and f c2
values for refinement. The long-period amplitude values from
the single-spectrum fitting are used for the moment and mag-
nitude estimations as they are less affected by attenuation com-
pared with spectral estimates at higher frequencies (such as the
corner frequency).

We retain the refined f c parameter estimates from the spec-
tral-ratio fits based on several imposed criteria. First, the fitted
f c1 value (master event) should be at least four data points
larger than the low-frequency limit of fitting. Second, we per-
form a grid search in increments of 0.1 Hz surrounding the
best-fit values of f c1 and f c2 in which the misfit values are cal-
culated for each of the fixed f c values in the grid search (e.g.,
Viegas et al., 2010; Abercrombie et al., 2017). We discard event
pairs for which the grid-search misfit curve does not have a

parabolic shape, and we require a corner-frequency uncer-
tainty for f c1 within a factor of 2 of the f c1 measurement
((f c1max–f c1min�=f c1 � f c1 err ≤ 2) following the study of
Abercrombie (2014). Finally, we retain the f c1 and f c2 estimates
with the minimum variance for each event pair, for which the
errors are determined from the 95% confidence interval of the
misfits calculated via the grid search. An example of a spectral-
ratio pair using the Mw 4.6 mainshock is shown in Figure 3,
and a representative example of a smaller event pair is shown
in Figure S6.

Where a master event can be associated with multiple eGfs,
we take the invariance weighted mean of all possible master
and eGf event pairs. The inverse-variance weighting method
(e.g., Abercrombie, 2014, Abercrombie et al., 2017) calculates
the weighted mean of the corner-frequency values estimated
from the stacked spectral f c estimate for each individual event
pair using the following two equations:

EQ-TARGET;temp:intralink-;df5;320;523γ̂ �

P
i
�γi
σ2i
�P

i
� 1σ2i �

; D2�γ̂� � 1P
i
� 1σ2i �

; �5�

in which γ̂ is the weighted mean of f c, γi is the ith measure-
ment, σ i is the variance, and D is the standard deviation of the
weighted mean. The f c2 estimation is often disregarded in the
weighted mean corner-frequency calculation because it com-
monly lies out of the bandwidth with SNR > 2. Other studies
have also shown poor resolution and less stability in f c2 esti-
mates; thus we only report f c1 values in Figure 4 (e.g., Viegas
et al., 2010; Abercrombie, 2013). Table S3 lists all of the f c1
estimates for cases in which multiple eGfs fulfilled event pair
and fitting criteria.

Static stress-drop estimation
Using values of M0 and f c estimated from a single-spectrum
fitting and refined f c values from a spectral-ratio fitting, we
calculate the stress-drop values using a circular crack model
(Eshelby, 1957):

EQ-TARGET;temp:intralink-;df6;320;250Δσ � 7
16

M0

r3
; �6�

EQ-TARGET;temp:intralink-;df7;320;191r � kv
f c

; �7�

in whichΔσ is the static stress drop,M0 is the seismic moment,
r is the source radius, v is the phase (P or S) velocity, and k is a
constant. Here, we assume values of 5 and 2:8 km=s for the P-
wave and S-wave velocities, respectively (due to poor depth
constraints), and calculate k using

EQ-TARGET;temp:intralink-;df8;320;90k � C
2π

; �8�
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in which C is 1.6 for P waves and 1.99 for S waves, assuming
a rupture velocity equal to 90% of the shear-wave velocity
(Sato and Hirasawa, 1973). The ratio of P- to S-wave corner
frequencies that we estimate from the spectral-ratio method
is ∼0:9–1:1, which is closer to the ratio from the Sato and
Hirasawa model of ∼1:4, compared with the ratio of ∼1:5 from
the Madariaga model (Madariaga, 1976) (we note that the
choice of k is model dependent and should be considered when
comparing stress-drop estimates between studies).

Figure 4 shows a comparison of stress-drop values calcu-
lated using corner frequencies estimated from both single-
spectrum and spectral-ratio fittings based on the Brune model
(with γ � 1). Our result indicates that the corner frequencies
estimated from single-spectrum fitting are likely underesti-
mated and that the spectral-ratio estimates more robustly
correct for nonsource-related effects, thereby providing better-
constrained f c estimates, as seen in many previous studies (e.g.,
Ide et al., 2003; Sonley and Abercrombie, 2006; Viegas et al.,
2010; Harrington et al., 2015). P-wave stress-drop values range
between 1.9 and 15.2 MPa with a median of 6.5 MPa, and
S-wave values range between 0.9 and 33.8 MPa with a median
of 6.6 MPa.

DISCUSSION
Kao et al. (2018) found a lack of a clear pattern between the
onset of injection and the delay of seismic activity in north-
eastern BC, a feature that makes assessment and management
of seismic hazard difficult. One possible explanation for the
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∼5-day lag observed at W1 could be that the Mw 4.6 earth-
quake occurred on a pre-existing fault that was not critically
stressed when injection started. The inference of a pre-existing
fault is consistent with the b-value of <1 (details in the sup-
plemental material and Fig. S7). The elapsed time allowed a
significant amount of injected fluid to reach the fault due to
the proximity to W1. The fault-plane solution suggests that
the responsible fault was optimally oriented in the regional
stress field, which is also consistent with activation of a pre-
existing fault. In addition, we note that the maximum magni-
tude of the induced earthquake at different HF pads could vary
considerably, even with a similar injected volume (W1 vs. W3),
a scenario also observed in the Sichuan basin, China (Lei et al.,
2017). All of the aforementioned characteristics suggest that
the seismicity is strongly site dependent and that local geology
can play a dominant role. Although we do not observe a clear
relationship between the cumulative injected volume and the
maximum magnitude of induced seismicity, it is worth noting
that, with more fluid injected into the formation, the chance of
the injected fluids meeting with a larger fault could also be suf-
ficiently elevated. An extensive discussion of the fault reactiva-
tion in the context of the regional stress field, injection history,
and injection pressure in the vicinity of the source before, dur-
ing, and after the rupture nucleation will be presented in a
future paper.

If fluids could effectively migrate from the injection point
toward the fault, it might suggest the existence of a high-per-
meability pathway linking the injection points to the pre-
existing fault structure, which could lead to accumulated fluid
mass and elevated pore pressure that could bring the fault to
failure over the ∼5-day period. In comparison, the ∼1-day lag
times at W2 and W3 might be due to the stress perturbations
from the continuous pumping at W1 that may have already
altered the stress conditions at W2 and W3 through rock

matrix stress transfer or pore-fluid pressure migration by
the time pumping started at the other two wells. In other
words, activity at W1 may have brought proximal faults closer
to a critically stressed state before pumping at W2 and W3
even began (e.g., Deng et al., 2016; Goebel et al., 2017; Yu et al.,
2019) and would be consistent with the relatively shorter
observed lag times. It is also important to note that the regional
background stress orientation and magnitude, as well as the
orientation of the assumed pre-existing fault, will affect the
amplitude of the Coulomb stress perturbation (e.g., Lei et al.,
2017, 2019). Given the scope of this article, we plan to discuss
these factors, including a detailed numerical modeling study, in
a future paper.

We calculate the reported cumulative injection volume in
proximity to the Mw 4.6 earthquake to check where it stands
with respect to the relation between the maximum magnitude
and cumulative injection volume proposed in McGarr (2014).
The Mw 4.6 event lies above the upper threshold line (see
Fig. S8), suggesting that the event magnitude may more likely
be controlled by the tectonic setting, as suggested by van der
Elst et al. (2016). The estimated b-value of 0.78 is also consis-
tent with an interpretation of the tectonic conditions controlling
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maximum magnitude (see the supplemental material, and note
thatthe Mw 4.6 earthquake is an outlier of the Gutenberg–
Richter [G-R] relationship) and is supported by the interpre-
tation of Atkinson et al. (2016), who suggest that the upper
magnitude limit of the HF-induced seismicity could be con-
trolled by the size of the available fault surface. Similarly, as
suggested by Lei et al. (2019), the Mw 5.7 induced earthquake
sequence in the Sichuan basin, China, not only is an outlier of
the G-R scaling relationship but also exhibits a low productiv-
ity of the Omori-type aftershocks. They also interpret these
features as indicators of induced sequence occurring on a
pre-existing fault and that the fault reactivation could be the
result of pore overpressure caused by nearby HF operations.

One drawback of using the spectral-ratio method, as
opposed to the single-event spectrum fitting to estimate corner
frequency is that the number of events for which the method
can be applied is relatively low (due to collocation and mag-
nitude difference requirements). Here, we were able to obtain
13 refined corner-frequency estimates using the spectral-ratio
method (three for P waves and 10 for S waves, Fig. 4), out of the
191 relocated events in the catalog. The main restricting factor
for this study is that most of the eGfs have relatively small mag-
nitudes (Mw < 1:0), and have difficulties meeting the SNR
requirements. For example, the SNR of the surface stations
in this study typically reaches 1 at frequencies of roughly
30–40 Hz, meaning that corner frequencies of earthquakes
with Mw < 2 become difficult to resolve (e.g., an Mw 2 event
with a stress drop of 1–10 MPa would have an estimated f c
∼15–30 Hz for S waves).

The smallest master event for which we refine the corner
frequency has a magnitude ofMw ∼ 1:9, meaning that we can-
not rule out the possibility that the subtle apparent increase
with magnitude of stress-drop estimates shown in Figure 4
could be caused by frequency bandwidth limitations (e.g.,
Boatwright, 1994; Viegas et al., 2010; Onwuemeka et al., 2018).

If our maximum resolvable frequency is ∼30–40 Hz, it im-
plies we may underestimate corner-frequency values above ap-
proximately 13 Hz, which corresponds to the expected corner
frequency of anMw 2.3 event with a 5 MPa stress drop (assum-
ing the S-wave velocity values used here; Abercrombie, 2015,
Abercrombie et al., 2017). In addition, uncertainty becomes
larger for parameter estimates of events with moment values
below ∼1013 N · m (Mw ∼ 2:3), partly due to there being fewer
eGfs and stations used in the estimates (Table S3). For exam-
ple, Abercrombie (2015) demonstrates that using one station
and one eGf can lead to a standard deviation of 0.2–0.6 times
the mean, while using five stations (or five eGfs) can decrease it
to below 0.2. In addition, we assume a constant shear-wave
velocity when we calculate the stress drop, which can lead
to artificial depth dependence, particularly for earthquakes
occurring in the upper 5 km of the crust (e.g., Allmann and
Shearer, 2007). However, the poor depth constraints make it
difficult to investigate the influence on scaling when a constant
velocity is assumed. Holmgren et al. (2019) also suggest that
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the station azimuthal coverage could act as a potential factor to
influence the corner-frequency estimation. We note that the
data set used here suffers from a similar limitation. A conse-
quence is that the derived values of corner frequency (and thus
stress-drop estimates) probably represent the lower bound. We
not only attempt to mitigate the station coverage issue with the
combined usage of MG stations and NRCan stations but also
note that the scaling of corner frequency between events
should largely remain unaffected by the azimuthal coverage.

Although some studies suggest that the stress-drop values of
induced earthquakes are lower than their tectonic counterparts
(e.g., Goertz-Allman et al., 2011; Hough, 2014), there are also
documented cases of induced earthquakes in the WCSB of
stress-drop values on the higher end of the observed range
(∼100 MPa) typical of tectonic events (e.g., Clerc et al., 2016;
Zhang et al., 2016). It is important to point out that different
studies may use different models to describe the relationship
between corner frequency and stress drop, and this may make
a direct comparison of stress-drop values between studies
difficult. Therefore, we first compare our estimated corner-
frequency values with other studies in the WCSB and the CUS
in Figure 5a. The result shows that the corner-frequency values
fall within the range obtained for other induced events in the
WCSB and the CUS, as well as the range commonly observed
for tectonic earthquakes.

A similar comparison of the stress-drop values (scaled to a
common Madariaga model, as it is commonly used for studies
in Canada) shows that, in spite of a possible depth dependence,
the values observed in this study are within the middle upper
range observed in Clerc et al. (2016), Zhang et al. (2016), and
Holmgren et al. (2019) (Fig. 5b). The stress-drop values esti-
mated with spectral ratios do not show significant scaling with
event magnitude (values fall within the 1–10 MPa range), indi-
cating that stress-drop values for induced earthquakes may
exhibit self-similar behavior, similar to their tectonic counter-
parts (e.g., Abercrombie, 1995; Goertz-Allman et al., 2011;
Harrington et al., 2015; Clerc et al., 2016). Furthermore, they
fall within the typical range of induced earthquakes resulting
from wastewater injection in the CUS, implying that both
wastewater disposal and HF-induced earthquakes may be con-
trolled by tectonic setting once a sequence is initiated (Huang
et al., 2017). In terms of seismic hazard assessment, our find-
ings may imply that the same ground-motion prediction equa-
tions developed for tectonic earthquakes can be used in areas of
induced seismicity.

CONCLUSIONS
We detect more than 300 earthquakes between 11 August and
7 October 2015 related to the 17 August 2015 Mw 4.6 HF-
induced earthquake sequence near FSJ, BC, using an enhanced
detection method. We relocate 191 earthquakes (Fig. 1b),
which exceed the number of NRCan cataloged earthquakes by
a factor of ∼10 for the same time period. Estimated stress-drop

values of ∼1–35 MPa are within the range of stress-drop esti-
mates of other HF-induced earthquakes in the WCSB. The
delayed seismic response to injection at well W1 supports the
statement by Kao et al. (2018) that the lack of a clear pattern
between injection onset and seismic response makes seismic
hazard assessment difficult based on operational parameters
alone. A combination of observations, including the range of
estimated stress-drop values between ∼1 and 35 MPa, an
observed b-value of 0.78, and a maximum magnitude that is
larger than that predicted by injection volume, suggests that
the Mw 4.6 occurred on a pre-existing fault (or fault system)
and thus is governed by the same statistics used to quantify
earthquake behavior on tectonic faults. Therefore, to reduce
the potential risks of large HF-induced earthquakes, proximity
of HF wells to pre-existing fault structures should be consid-
ered in seismic hazard estimation, and the influence of injec-
tion may enable reactivation of a fault network beyond the
perceived reach of the well.

DATA AND RESOURCES
Earthquake catalog data were obtained from the Natural Resources
Canada (NRCan) website available at http://www.earthquakescanada
.nrcan.gc.ca/stndon/NEDB-BNDS/bulletin-en.php. Seismic wave-
forms for NRCan stations are publicly available on the Incorporated
Research Institutions for Seismology (IRIS) website (network code
CN) available at http://ds.iris.edu/ds/nodes/dmc/forms/breqfast-
request/. Waveform data from MG stations is currently under
embargo for a temporary period. MG station data will be available
following the embargo, and users who require immediate access may
send requests to R. M. Harrington or Y. Liu. Information on uncon-
ventional hydrocarbon resources in Canada can be found at http://
www.nrcan.gc.ca/energy/sources/shale-tight-resources/17669. The
supplemental material to this article includes a text document (detail-
ing Global Positioning System [GPS] correction, iterative grid-search
location method, and the ML and b-value calculation), eight figures
(velocity model, P- and S-wave phase picking, earthquake initial loca-
tions, single-spectrum fitting, source parameter variations based on
model fitting, spectral-ratio fitting, b-value and estimation of the mag-
nitude of completeness, and relationship between injected volume and
maximummagnitude). In addition, three tables (hypoDD parameters,
relocation catalog information, and corner-frequency estimates for
master events with multiple empirical Green’s functions [eGfs]) are
provided. The MATLAB is available at www.mathworks.com/
products/matlab. All websites were last accessed in May 2020.
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